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Abstract:

Historical data are valuable resources for providing insights into general sociological patterns in the past. How-
ever, thesedatao�en informusat themacro-level of analysisbutnotabout the roleof individuals’ behaviours in
the emergence of long-term patterns. Therefore, it is di�icult to infer ‘how’ and ‘why’ certain patterns emerged
in the past. Historians use various methods to draw hypotheses about the underlying reasons for emerging
patterns and trends, but since the patterns are the results of hundreds if not thousands of years of human
behaviour, these hypotheses can never be tested in reality. Our proposition is that simulation models and
specifically, agent-based models (ABMs) can be used as complementary tools in historical studies to support
hypothesis building. The approach that we propose and test in this paper is to design and configure models in
such a way as to generate historical patterns, consequently aiming to find individual-level explanations for the
emerging pattern. In this work, we use an existing, empirically validated, agent-based model of common pool
resourcemanagement to test hypotheses formulatedbasedonahistorical dataset. We first investigatewhether
the model can replicate various patterns observed in the dataset, and second, whether it can contribute to a
better understanding of the underlying mechanism that led to the observed empirical trends. We showcase
howABM can be used as a complementary tool to support theory development in historical studies. Finally, we
provide some guidelines for using ABM as a tool to test historical hypotheses

Keywords: Institutional Modelling, Historical Data, CPRs, Institutional Evolution

Introduction

1.1 Largehistoricaldatasetsare increasinglybeingused to reveal sociologicalpatternsofhumanbehaviour through-
out history (Mace 2000), particularly in the domains of social and economic history. Whether these trends are
about migration patterns across continents (Hatton & Williamson 2005), or the relation between sanctioning
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and the survival of common-pool resources (CPRs) (De Moor et al. 2021), they all share one common feature:
these patterns are the emerging results of the interplay between institutions and othermacro-level entities, on
the one hand andmicro-level individual decisions and behaviour, on the other (Coleman 1990).

1.2 Given the increasing use of large datasets among historians, the description of historiography as “a selection of
details from the past, placed in a particular order, to provide ameaningful interpretation of the past” (Noll 2012)
hasbecome too limited. This is because it doesnot gobeyond theprimarily descriptive approachof historiogra-
phy. But even with currently used analytical approaches, o�en supported by solid statistical methods, insights
into recurrent patterns that can be derived fromhistorical data are o�en general, abstract and usually only per-
tain to themacro-level of analysis. In addition, historical data are di�icult to use to produce causal explanations
about ‘how’ and ‘why’ these patterns occurred in the past due to lack of detailed information regarding indi-
vidual behaviour (Kwok 2017). Of course, the data themselves limit any possibilities of retrieving the individual
motivations underlying long-term patterns. There simply is too little information available about these moti-
vations, as we can only in very exceptional cases rely on, for example, biographies or interviews that shed light
on individual behaviour. Systematic registration of individual biographical events (e.g., births, deaths andmar-
riages,) does not start until the 19th century, and even then only in some countries. In terms of methodology,
however, there may be more so far unexplored opportunities that could allow us to study causal relationships
in more depth, and as such, contribute to our understanding of past evolutions.

1.3 Given these limitations, simulationmodels, andespecially agent-basedmodels (ABMs) canbedesigned to repli-
cate observed patterns and hence, represent an instrument to develop theories and virtually test historical hy-
potheses (Romanowska et al. 2019; Edmonds 2017). More specifically, ABMs allow the identification of specific
patterns of individual behaviour at a micro level that may have resulted in recorded historical patterns at the
macro level. This in turn, allows us to infer whether the hypothesized causalities are actually possible and, in
the best of case, likely to be true. In other words, by comparing emerging patterns from historical datasets to
emerging patterns from simulationmodels, one can explore the plausibility of the underlyingmechanisms that
have led to those patterns.

1.4 The goal of this paper is to showhowhistorical hypotheses can be testedwith agent-basedmodels. The dataset
thatweuse is a unique historical dataset onCPRs in severalWestern and Southern European countries from the
Middle Ages until the 19th century (De Moor et al. 2016). The dataset includes detailed descriptions of the sys-
tems of rules and enforcement mechanisms—i.e., institutions for collective action (Ostrom 1990a)—that com-
moners established ormodified during the life-cycle of eachCPR in order tomanage appropriation of resources
and to prevent their overuse. On the basis of these data, historians have already suggested hypotheses that can
be built upon. For example, DeMoor et al. (2016) hypothesized that the reason for the longevity of Dutch CPRs is
that they paidmore attention to collaboration between commoners rather than sanctioning. Such conclusions
can never be tested in reality, as the patterns are the results of hundreds if not thousands of years of human
behaviour and any interaction is influenced by numerous parameters (Vahdati et al. 2019).

1.5 Here, we extend an existing, empirically validated, agent-basedmodel of CPRmanagement to test hypotheses
that were previously generated through the analysis of the above-mentioned dataset. The ABM simulates the
emergence of institutions for the management and use of CPRs, where agents collectively exploit a resource
using both individual strategies and endogenously generated institutional rules (Ghorbani et al. 2017).

1.6 More specifically, we check under which conditions the model can replicate various patterns observed in the
dataset of historical CPRs, andwhether it can contribute to a better understanding of the causalmechanisms at
play in creating specific historical trends. We focus on historical data for CPRs in the UK and theNetherlands for
which previous work has already proposed hypotheses that can be testedwith ourmodel (DeMoor et al. 2016).
By configuring themodel to represent a particular country, we can compare the generated patterns and trends
with the historical ones and hence check whether the hypothesized mechanisms are su�icient to generate the
observed pattern.

1.7 This article is organized as follows: Section 2 describes the literature on using historical data in ABM. Section
3 describes our historical dataset. Section 4 presents the agent-based model and the specifications. Section 5
presents parameter setups. Section 6 shows how the model can replicate some patterns and provide explana-
tions. Section 7 provides methodological steps for testing historical hypotheses and Section 8 concludes the
article.

Related Research

2.1 Historical data has mainly been used in agent-based modelling practices to either produce more realistic sim-
ulation models or to validate them. For example, Carley et al. (2006) base their ABM on historical data in order
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to build a realistic biological attack (disease outbreak) model, while Bert et al. (2014) validate their land-use
ABMby comparing theirmodel outputwith historical data. Most of this research considers short-termhorizons,
such as population growth over seven years (Ligmann-Zielinska & Jankowski 2007) or household and housing
information during a 10-year period (Geanakoplos et al. 2012).

2.2 Nonetheless, there are also a limited number of articles that have looked into longe- term horizons. For ex-
ample, historical data has been used to calibrate and validate models in order to make them more reliable
for testing contemporary scenarios. Sattenspiel et al. (2019), for instance, calibrate an ABM, modelling a spe-
cific epidemic event in the early 20th century by using historical data on fishing villages in Newfoundland and
Labrador. Historical data is used to calibrate and validate the model, to ensure that the simulated data can
reasonably represent real situations, to be used to develop disease transmission scenarios. Historical data is
collected from newspaper articles, government reports, photos, and other materials. In addition, the ABMwas
previously developed using several ethnographic, culture, and historical sources on the specification of the
pandemic and early 20th century Newfoundland and Labrador (Dimka et al. 2014). Thismodel presents a small
community and its disease transmission during the early 20th century, but not the specific place that provided
the data.

2.3 In addition to calibrating and validating models, historical data has also been used to replicate and explain
historical patterns. Harrison et al. (2002), for example, model the historical trajectory of vowel harmony. They
use ABM to reveal how individual changes influence the instability of vowel harmony systems in Turkic (Altaic)
languages. The goal was to identify a set of input drivers of this change by systematically varying these inputs
andcomparing the correspondingABMoutputwithempirical observations (theprocessof languagechangehas
the shape of an S-curve). In this research, the historical data of a dozen Turkic language corporawere used. The
simulation results however were unable to show a downward S-curve. As authors mention, the reason might
be the impact of demographic and language contact factors, which have not been implemented in the model.

2.4 Furthermore, ABMs have been used to study social phenomena such as cultural evolutions (Derex et al. 2018;
Turchin&Currie 2016;Kandler et al. 2012). Turchinet al. (2018) usedABMasamicromodel of individual behavior
and decisions to explain observed patterns and determinewhy certain conditions result in disruptive emergent
events, usingdataon the social andpolitical organizationsof humansocieties. Turchinet al. (2013) applyABMto
build a cultural evolutionary model to predict under which conditions large-scale complex societies appeared
in history. They compared the results of the model with a dataset consisting of spatiotemporal information of
societies in Afroeurasia between 1,500 BCE and 1,500 CE.

2.5 Likewise, ABMhasbeenapplied in thearchaeology field (Romanowskaet al. 2019; Saqalli & Vander Linden2019;
Wurzer et al. 2015; Cio�i-Revilla 2014; Kohler et al. 2005). For example, Axtell et al. (2002) use ABM to reproduce
spatial and demographic parameters of the Anasazi community in Long House Valley from A.D. 800 to 1300.
The agents in the model represent households and are able to decide where to locate their settlements and
fields. Households derive their demographic and nutritional characteristics from ethnographic studies of his-
toric Pueblo groups. The goal was to generate “the history” to explain observed spatiotemporal characteristics
of the ancient society. Its focus lies in the environmental account of the development of this society, which in
fact goes a long way towards explaining its rise and fall (Axtell et al. 2002).

2.6 Additionally, Bowles & Choi (2013) present the evolution of property rights during the Holocene. They model
the characteristic of Pleistocene ethnolinguistic period using an ABM, where individuals are in groups and the
model has three phases: production, distribution and cultural updating. The goal of the model was to study
the emergence of farming systems and property right and cultural evolution to create private ownership during
the early Holocene period. The data (climate, archaeological, etc.) is used to calibrate themodel and themodel
outcomes are checked to see whether they replicate the known patterns of the emergence of farming.

2.7 More recently, Frantz et al. (2014) used agent-based simulation to model the informal interactions of cheating
merchants between Genoese traders, based on game theory. They used several data sources of Genoese per-
spectives in the 12th century. Di�erent topologies of trust-based networks and two communicationmodes are
used to test their model. The result showed that the communication between the Genoese is not su�icient to
detect cheating merchants.

2.8 Our work builds on the limited account of research that make use of long-term historical data to explain social
phenomena (Sattenspiel et al. 2019; Axtell et al. 2002). Here, we focused on the emergence anddynamics of “in-
stitutions as rules” and not cultural evolution of societies. Our goal was to generalize and extend the practices
and show the value of ABM for historians and scholars interested in studying historical patterns. By showing
how ABM provides insights into the patterns found in our dataset, we aim to provide guidelines for using ABM
in historical studies.
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A Historical Dataset of CPRs

Common pool resources and their management

3.1 The dataset used in this article covers the management of CPRs in European countries over seven centuries.
CPRs are resources shared among a group of people. These resources are o�en large enough that many in-
dividuals can use them simultaneously (Ostrom 2002), and they risk depletion as a result of over-use. In this
situation,whereCPRs are not governedwell and individual interests are not properly balancedwith the optimal
use of the resource, they may be over-used, resulting in the “Tragedy of the commons” (Hardin 1968). To avoid
this, users can collectively buildmanagement institutions: systems of rules and enforcementmechanisms (Os-
trom 1990b).

3.2 The set of rules defining a socio-ecological system can be formal or informal (Hodgson 2006; North 1991). For-
mal rules include political and economic regulations, contracts, and governmental rules; informal rules include
norms, taboos, customs, and traditions (Ostrom 2000; Jepperson 1991). Generally speaking, institutions define
a set of incentives that structure human communications and a�ect individual decisions (North 1993). Insti-
tutions for the management of CPRs are the rules-in-use that commonly emerge through people’s collective
behaviour (Koontz et al. 2015; Ostrom 2000). For CPRs to be successful, most individuals have to recognize, ac-
cept andabideby institutional rules evenwhen they conflictwith their self-interest (Koppenjan&Groenewegen
2005; Streeck & Thelen 2005).

A dataset of CPRmanagement over seven centuries

3.3 In this study, we used a subset of a dataset 1 including an extensive collection of management institutions
(5000 rules) of 900 CPRs (i.e., the CPR and the social system surrounding it) across several countries in Europe
(Belgium, Germany, Italy, the Netherlands, Spain, and the United Kingdom) between 1283 and 1972 (De Moor
et al. 2016), all coded and translated into English. The dataset consists of information on the use, governance
and management of these CPRs. It captures the institutional rules which commoners established, updated,
or changed during the life span of each CPR to foster cooperation and to protect natural resources from over-
exploitation. The commoners had regular meetings, o�en once per year, where they developed and amended
the institutional rules to facilitate the maintenance and use of the resources they held collectively. More infor-
mation about the dataset can be found in De Moor et al. (2016) and Forsman et al. (2021).

3.4 This dataset was analysed by Farjam et al. (2020) to extract long-term historical patterns of institutional rules.
They extracted cases that included extensive and reliable information and selected the CPRs that were func-
tional for at least 200 years. This subset of the dataset, which will be used as a reference in this paper, in-
cludes 3,775 institutional rules for ten Dutch CPRs and eight UK CPRs across six centuries. The Dutch CPRs
were recorded from 14th century to the early 20th century; the United Kingdom CPRs were recorded from 16th
century to the 19th century. On average, the CPRs survived for 245 years across this subset of dataset.

Extracting historical patterns from the dataset

3.5 Farjam et al. (2020) found that the pattern of institutional change in the CPRs follows a U-shape for both the
UK and the Netherlands (Figure 1). This implies frequent institutional changes at the beginning of the estab-
lishment of the CPRs, followed by a period of stability, and finally another burst of changes right before the
dissolution of the CPRs.
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Figure 1: Average number of institutions during the life span of a CPR. Reprinted from Farjam et al. (2020).

3.6 We can consider the first period of rapid changes a “training phase”, where the users of the CPRs try to discover,
possibly by trial-and-error, rules that arewell adapted to local conditions (Ostrom 1990b). This is o�en followed
by a period of stability, where the institutional rules seem to work in preserving the resources from overuse,
organizing their maintenance and guaranteeing the longevity of the CPRs in general.

3.7 This period of stability o�en ends with another burst of changes in the rules, and finally the dissolution of the
CPRs. De Moor et al. (2016) advanced an explanation for the latter pattern. During the 19th century, and espe-
cially in the period between 1830 and 1850, when most CPRs were dissolved, the modification of regulations,
legislation and incentives for privatization by governments put pressure on the commoners, who o�en faced
financial di�iculty as well. Commoners o�en tried to react to these pressures and to adapt to the new situation
by changing their rules, even if their e�orts were not always su�icient to prevent the dissolution of the CPRs.
At the same time, historical accounts suggest that environmental pressures (e.g., droughts) could also be de-
termining factors for the dissolution of CPRs and the collapse of entire societies (Diamond 2005; Axtell et al.
2002). To summarize, the reasons behind a U-shaped pattern observed in the institutional change of historical
CPRs can be hypothesized as below. Note that H2 is not based on the historical dataset that is the subject of
this paper but a more general historical account.

3.8 H1. The U-shaped pattern of institutional change in the 19th century is the result of an institutional learning
phase based on trial and error, followed by a period of stability during which commoners are satisfied with the
current institutional setting, and a final period of rapid change as a result of a social shock, such as increased
external pressure on commoners through escalating taxation.

3.9 H2. The U-shaped pattern of institutional change in the 19th century is the result of an institutional learning
phase based on trial and error, followed by a period of stability during which commoners are satisfied with the
current institutional setting, and a final period of rapid change as a result of an environmental shock, e.g., a
drought.

3.10 Onanother account, DeMoor et al. (2021) observed thatDutchCPRshavehadamuch longer life span than those
in the UK. They claim that longer-lived CPRs are associated with fewer rules, including formal sanctions and,
vice-versa, that CPRs with short life spans tend to focus more on providing sanctions with the rules. The third
hypothesis therefore, focuses on the relation between CPRs’ life spans and the number of institutions including
formal sanctions.

3.11 H3. Less focus on sanctioning has had a positive e�ect on the CPRs’ longevity.

3.12 A fourth pattern in the dataset worth further investigation is the link between the CPRs longevity and the fre-
quency of meetings between commoners. De Moor et al. (2016) claim that longer-lasting CPRs are the ones
thatmade incremental institutional changes bymeeting frequently to adjust previously formulated rules. They
highlight the importance of members’ involvement, rule internalization, and the frequency of meetings to es-
tablish such institutions. This leads to our fourth hypothesis.

3.13 H4. Having frequent meetings among commoners has had a positive e�ect on CPRs’ longevity.
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3.14 In this paper, we explore these four hypotheses using an ABM to check which ones can emerge in a simulated
CPR’s setting that confirm the observed historical patterns.

An Agent-Based Model of CPR Institutional Dynamics

Model overview

4.1 The model presented here was initially developed by Ghorbani & Bravo (2016) and validated with extensive
contemporary data on irrigation, fishery and forestry cases in Ghorbani et al. (2017). The model represents a
CPRmanagement setting consistingof one resource, a setof agentswhoexploit it, andendogenously generated
institutional rules. Here, we briefly present the model; a full description is available in the Appendix and the
model is available on CoMSES.2

4.2 Agents in the model represent commoners. There are two independent sets of possible actions and possible
conditions that agents use to define their individual resource-exploitation strategies. At the beginning of each
run, agents randomly select an action-condition pair as their strategy and follow the strategy to extract "yield"
from the resource. If agents are not satisfied with their yield (i.e., their yield balance is negative), they change
their strategy in subsequent rounds. This change of strategy can be completely random (representing innova-
tive behaviour) or done by copying successful neighbours. At specific points in time determined by a parameter
specifying frequency ofmeetings; if amajority of agents are unsatisfied, they “meet” to vote on an institutional
rule, which was basically the most common individual strategy. Once in place, all agents have to comply with
the institutional rule, although under certain settings they can “cheat” and follow their own individual strat-
egy instead. During the “meeting”, agents also decide on monitoring intensity and fines for any agent caught
cheating.

4.3 Figure 2provides anoverviewof themodel. In the initializationphase, the agents are created, the network is set
up and agents are initializedwith a random action and random condition pair (a.k.a. strategy). The agents con-
sume resource units based on their individual strategy. For example, an individual strategymight look like this:
eat 5 units of resource every 2 ticks. In addition, agents gain a fixed amount of yield in each tick, representing
their needs. The resource is renewed in each time step according to a logistic growth function. The simulation
stops if there are no resource units le�, the portion of agents with very low is higher than a certain threshold,
or simply a�er a certain number of ticks.
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Figure 2: Model overview.
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Conceptualization

4.4 The CPR-model consists of fourmain components: agents, institutional rules, social and environmental shocks
and the resource.

• Agents: An initial yield value (resource unit) is assigned to all agents. Each agent records its current strat-
egy, neighbours, and the yield level.

– Individual strategy: Any possible combination of an action and a condition shapes a strategy, and
agents only have one strategy at a time. An action represents howmany units of resource the agent
can consume, and each condition shows when or under which condition the agent can gain that
amount of yield (‘true’ means at every ticks). At the beginning the individual strategy3 is chosen
randomly and assigned to the agents. For example, an individual strategymight look like this: eat 4
units from the resource every 3 ticks (i.e., when ticks mod 3 = 0).

– Strategy change: When the agent’s yield is below a certain threshold the strategy changes according
to one of the two following procedures and the innovativeness of the agent (a parameter of the
model): 1) when the innovativeness is less than a certain threshold: copy from the most successful
neighbourwhocurrently has themaximumamountof yield, or 2)when the innovativeness is greater
than a threshold: randomly select a new combination of action and condition as new strategy.

• Institutional Rules: Institutions have the same structure as individual strategies (i.e., action and con-
dition). In addition to that, each institutional rule also specifies the intensity of the monitoring and the
amount of the fine the cheaters must pay.

– Cheating: The agents do not all comply with the institution. If they have the propensity to cheat,
and their own individual strategies provide more gain for them than the current institution, they
will follow their own strategy instead of following the institution. The management of the resource
also includes monitoring activities, where a certain percentage of cheaters are sanctioned.

– Voting: Agents vote on institutional rules. The most frequent individual strategy is chosen as the
institutional rule. A�er the institutional rule is established, agents must obey it. Besides the action-
condition pair, the agents also vote on the monitoring intensity and the amount of the fine.

• Social and Environmental Shocks: There are two types of shocks that can take place in the system. An
environmental shock is when a large amount of the resource is suddenly lost during some time interval
and a social shock is when the agents lose more units per tick (yield is increased). The former represents
environmental incidents such as diseases that destroy natural resources and the latter represents taxa-
tion where agents pay more for the same number of units they previously received.

• Resource: The resource grows according to∆R = rR(1 − R
K ), whereK is the carrying capacity and r is

the reproduction rate.

Model validation

4.5 Themodelwas implemented inNetLogo. A dataset consisting of 66 irrigation, 56 fishery, and two forestry cases
and one sea vegetable case4 were used to empirically inform the model (Ghorbani et al. 2017). To conduct this
empirical information, the relationships between the outputs of themodel were compared to the relationships
between representative variables in the dataset. For instance, the institutional component has negative coef-
ficients on individual income in both the ABM and the dataset, which means that, on average, the agents gain
less yield when the frequency of institutional change is higher. Overall, the analysis of Ghorbani et al. (2017)
shows that the model was able to reproduce the observed institutional patterns in the data to a great extent.

Experimental Setup

5.1 The experiments were designed to test the hypotheses presented in Section 3.3. For Hypotheses 1 and 2, re-
garding patterns of institutional change, the model was calibrated to mimic the UK setting (right side of Figure
1). For Hypothesis 3 and Hypothesis 4, related to the longevity of the CPRs and its correlation with meeting fre-
quency and sanctioning, theDutch settingwasused for calibration. The reason for thatwas that theDutchCPRs
survived substantially longer than UK CPRs (De Moor et al. 2021). Therefore, by extending parameter ranges for
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sanctioning, varying the frequency ofmeetings in the simulation, and relaxing the conditions for the end of the
simulation, we were able to model experiments that were similar to the Dutch setting.

5.2 For all experiments, we first calibrated the model to produce the desired historical pattern and then tried to
identify the limits of parameter space able to reproduce such a pattern. This procedure allows us to establish
whether theunderlying reasons for anobservedhistorical patternare consistentwith theones (i.e., parameters)
that determine the sameoutput from the simulation. This processwill be better illustrated in Section 6. We take
each simulation run as representing one CPR and each time step, one month of its life span in order to cover
five to seven centuries for a simulation run. Each experiment includes 500 independent simulation runs.

5.3 The shared parameter setups across all experiments are shown in Table 1, similar to those in Ghorbani et al.
(2017). Note that the values used for the parameters were based on sensitivity analysis of the model.

Table 1: Shared Parameter Setups.

Parameter Value(s)

Actions consume [0, 2, 4, 6, 8, 10, 12, 14,
16, 18], [-5] (negative value stands for loss)

Conditions true, (ticks mod 250) = 0, (ticks mod 2) = 0,
(ticks mod 3) = 0, yield≤ 0, (ticks mod 20) = 0

Social influence 0.9 – 1 (uniform random float)

Monitoring cost weight 50 – 60 (uniform random integer)

Carrying capacity (K) 10000 – 20000 (uniform random integer)

Growth rate (r) 0.25 – 0.35 (uniform random float)

Number of agents 100 (fixed)

Consumption unit 1 (fixed)

(personal) Innovation rate 0.01 – 0.2 (uniform random float)

Threshold for institutional change 0.5 – 0.75 (uniform random float)

Rewire prop 0.1 (fixed)

Type of network Random network (fixed)

Institutional-emergence-start 500 – 1000 (uniform random integer)

Experiment 1 – Impact of environmental and social shock on institutional change pat-
terns

5.4 The first experiment included three scenarios. The primary scenario did not have any shock throughout the
simulation. The second scenario included a social shock, and the third an environmental shock (Table 2). Each
of these scenarios encompassed 500 independent simulation runs. For all these scenarios, the stop condition
(which is adjusted from the original model in Ghorbani et al. 2017) is shown in Algorithm 1:

Algorithm 1 First stopping condition.

if {resource = 0 OR {((count agents with [energy < average-energy] / number-of-agents) > Threshold) AND
institutions exist AND ticks > 5000 } OR ticks > 6000} } then

Stop simulation
else

Continue
end if

5.5 Since the United Kingdom CPRs were recorded from the 16th to the 19th century (Farjam et al. 2020), and as
we assumed one tick to be one month, we choose the stop condition in the range of 5000-6000 to be sure it
covered the life span of the UK CPRs.
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5.6 In the second scenario, the social shock was modelled in the form of “taxation”, i.e., a certain amount of extra
yield subtracted from the agents’ budget in each tick. This happened at ticks greater than “Social shock time”
(Table 2). The rationale behind choosing a relatively high number for this parameter was to allow the system to
reach a stable state ahead of the introduction of the shocks. The shock was introduced once in the model and
continued to the end of the simulation to represent the historical incidence.

5.7 In the third scenario, we modelled environmental shock as a sudden change in the amount of the resource
stock. This happens at each “Environmental shock interval”, in the range of 1000-2000 ticks. In other words, in
each “Environmental shock interval”, the amount of resource decreased based on the “Resource loss percent-
age”.

5.8 Note that for all three scenarios, we looked at full parameter ranges to see whether the U-shape pattern can
emerge from the simulation.

Table 2: Parameter Setups for Experiment 1.

Parameter Scenario 1 Scenario 2 Scenario 3

Individual cheating
propensity

0.1 – 0.35 (uniform
random float)

0.1 – 0.35 (uniform
random float)

0.1 – 0.35 (uniform
random float)

Max fine 20 (fixed) 20 (fixed) 20 (fixed)

Frequency of meetings 12 12 12

Environmental shock False False True

Social shock False True False

Environmental shock
interval - - 1000 – 2000 (uniform

random integer)

Resource loss
percentage - - 20 – 70 (uniform

random integer)

Social shock
time - 4000 – 4500 (uniform

random integer) -

Taxation amount - 5 – 10 (uniform
random integer) -

Experiment 2: Impact of sanctioning on the longevity of the CPRs

5.9 A remarkable feature of the Dutch data is that, unlike other countries where sanctioning was extensively used,
nearly half of the existing institutional rules did not have any sanction attached to them. This suggests that a
no-sanction condition can also be sustainable in the long run, contradicting the current literature that assumes
sanctioning to be the primary method to avoid freeriding (De Moor et al. 2016). Therefore, we set the probabil-
ities in the model in such a way that at least half of the institutions emerge without any sanctioning attached
to them, and the other half follow the same algorithm for choosing a sanction as described in 4.2. The stop
condition is based on Algorithm 2:

Algorithm 2 Stop condition for Experiment 2 and Experiment 3.
if {resource = 0
OR rule-compliance < Threshold
OR ticks > 7000 } then

Stop simulation
else

Continue
end if

5.10 We used the Dutch parameter settings for this experiment with the same parameter setup of Experiment 1, but
expanded ranges for cheating and fining-related parameters (‘Individual cheating propensity’: a uniform ran-
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dom float in the range of 0.1 – 1, and ‘Max fine’: a uniform random integer in the range of 20 – 100) and also
extended the simulation period to 7000 ticks. This allowed us to better test our fourth hypothesis (H4) by in-
creasing the agents’ opportunity to cheat, which bettermimics the condition of Dutch CPRs. Additionally, since
commoners usually met at least once annually, we chose the frequency of meeting as 12 (ticks), similar to the
previous experiment.

Experiment 3: Impact of meeting frequency on the CPRs’ longevity

5.11 To analyze the impact of meeting frequency on the CPRs’ longevity (H4), we designed four scenarios, each
one including 500 independent runs, with frequency of meetings in {6, 12, 18, 24} ticks, i.e., meetings every
sixmonths, every year, every one and a half years, and every two years, respectively. The reason behind choos-
ing these periods is the fact that the commoners usually met at least once a year. At these meetings, agents
could change their managing institutions, provided that a certain percentage of them (parameter: institutional
change threshold) were unsatisfied (i.e., had negative yield).

Results

Testing H1: Social shock and institutional change trends over the lifetime of the CPRs

6.1 The goal here is to testwhether it is possible to obtain aU-shapedpattern of institutional change in our abstract
model and if so, underwhich parameter settings and inwhich scenario. The recorded outcome is the frequency
of institutional changes over time, which is compared with the one in Farjam et al. (2020), reported in Figure 1.

6.2 In the first scenario of Experiment 1 (without environmental or social shocks) the pattern of institutional change
in the simulation shows a high level of activity at the beginning, followed by a long period of low activity, hence
forming something similar to an L-shape (Figure 3), in contrast to the U-shape observed empirically.

6.3 Based on Farjam et al. (2020), we used standardized time tc,a by changing the tick in which a given institution
emerged (yc,a) using the formula:

tc,a =
yc,a − yFc
yLc − yFc

(1)

For each institutional change a and CPR c (a simulation run represents one CPR), yFc refers to the time when
the first institution for the corresponding common emerged (the minimum tick in the simulation run) and yLc
to the one when the last institution emerged (the minimum tick in the simulation run). In other words, the
standardised time = 0marks the point yFc in time at which a CPR comes into being and 100marks the point yLc
in time at which it comes to an end.

Figure 3: Without environmental shock, without social shock.
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6.4 The second scenario introduced a social shock. Recall that the goal here is to mimic the historical conditions
where commoners had financial issues in the 19th century due to the new taxes introduced in the country. Our
goal is to see whether having a social shock (i.e., tickly taxes) results in institutions rapidly changing a�er a
period of stability. This can indeed be observed in Figure 4. This outcome primarily depends on the fact that
the yield balance of the agents is nowmore o�ennegative (due topaying “taxes” every tick),making themmore
prone to changing the existing institution. Consistent with the historical data (De Moor et al. 2016), despite the
commonersattempt toadapt, their averageyieldbecomes lower than thestoppingcondition for the simulation,
leading to the dissolution of the CPRs.

Figure 4: Institutional change pattern with social shock.

Testing H2: Environmental shock and institutional change trends over the lifetime of
the CPRs

6.5 Another hypothesis could be that environmental shocks may have an impact similar to that of social shocks
(H2). The goal here was to reproduce the historical U-shaped pattern of institutional change by introducing an
environmental shock (in the form of sudden resource scarcity) into the system (Scenario 3). The result of the
model with environmental shock (and without social shock) is shown in Figure 5. Similar to the no-shock set-
ting, we observed an L-shaped pattern of institutional change, implying that the sudden loss of a resource does
not really cause agents to enter the final phase of the CPR’s life (rapid institutional change) that is empirically
observed.

6.6 Surprisingly, the time of the environmental shock was not even observable in the institutional change diagram
(Figure 5): it seems that the agents only changed the institution to a limited extent to compensate for the loss,
but the average yield of the agents was eventually not low enough for the CPR to dissolve. In fact, previous
model outcomes showed that at times of resource scarcity, the agents tended to extend the time intervals be-
tween their consumption of the resource to allow it to be replenished (Ghorbani & Bravo 2016). Therefore, con-
sidering the full parameter range, we can conclude that environmental shock did not result in agents entering
a period of rapid institutional change followed by the dissolution of the CPR, which does not supportH2.

6.7 It is interesting to note here the main di�erence between a social shock and environmental shock. For the
former, the agents continuously requiremore energy (demand) per time interval, while for the latter, the agents
are not able to take from the resource at a certain moment in time, making them temporarily unsatisfied with
the situation. This dissatisfaction will however diminish as the resource replenishes over time. This situation is
similar to a resource scarcity situation (Ghorbani & Bravo 2016), where the agents adapt to the environmental
shock by taking less resource units over longer intervals of time (e.g. every 100 ticks, this is emergent from the
model). Another reason to observe L-shaped pattern is the fact that the agents were not aware of the state of
the resource. They are only conscious about their yield level and act accordingly. Therefore, when there was
an environmental shock, the agents did not react significantly. Although in the case of sudden reduction of the
resource (as an environmental shock), we have indirect impact on the yield level of agents, it seems that they
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can adapt themselves with the sudden changes of the resource and the impact is not as much as when their
yield level have been continuously reduced (social shock). However, when we had a social shock, since their
yield continuously reduced and they sensed the changes, their reacted by repeatedly changing the institutions
and U-shaped pattern has been emerged.

Figure 5: Institutional change patterns with environmental shock.

6.8 It is worth mentioning that Figures 3 to 5 show a short "warming-up phase", which cannot be found in Figure
1 (i.e., in the dataset). Since the institutions in the model are emerging from agent behaviour, this warm-up
period allows the agents to select their individual strategies which eventually become the collective strategy.
The time for the institution to emerge is also conditioned on the satisfaction of the agents and therefore varies
between simulation runs and also in the diagrams.

6.9 By comparing the implementations of environmental and social shocks, onemay argue that the two shocks are
related in the sense that one is a decline in the availability of the resource, while the other is simply increase
in metabolisms (see Blom 2019). This makes the results even more insightful as they do not lead to the same
outcome in terms of institutional change. The reason behind the di�erence is in theway the shock continues to
a�ect agents: a�er the environmental shock, the resource gradually recovers, while in the social shock situation
there is a continuous burden on the agents.

Testing H3: Sanction-oriented institutions and longevity of the CPRs

6.10 To test H3, we tested whether having no sanctions in the modelled institutions significantly a�ected the sim-
ulated CPRs life span. As shown in Figure 6, a significant positive correlation exists between the number of
institutions without sanctioning in one run (representing one CPR and standardized based on the total number
of institutional changes) and the age of CPR (r = 0.68), which supportsH3. In other words, the figure shows the
relation between the number of institutions without sanctioning (normalized based on the number of institu-
tions) and the age of CPR. The cluster of observations at age_common = 7000 is due to the stop condition of
the simulation where all runs that have not finished yet are terminated.

6.11 This suggests that institutions lacking sanctions have a positive impact on the longevity of commons. This
implies that the CPRs which lasted longest mostly had many institutions with fine = 0 (and therefore the
ratio is close to 1). Although the amount of a sanction is relatively low compared to the income of agents per
tick, and the probability of sanctioning is also low. The explanation behind thismay be related to agents losing
more yield per tick and therefore, beingmore frequently unhappywith the institution in place, thus attempting
to change it.
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Figure 6: Number of institutions (having fine = 0) normalized based on the number of institutions per CPR age
(when stop condition (max common age) is 7000, the total number of runs with this age is 317. Among these
runs, 211 have above 0.6 of their institutions without sanctions and 141 runs have above 0.8 of their institutions
without sanction; when stop condition is 10000, the total number of runswith this age is 50. Among these runs,
43 have above0.6 of their institutionswithout sanctions and 31 runs have above0.8 of their institutionswithout
sanction.)

Testing H4: Frequency of meetings and longevity of the CPRs

6.12 To test H4, we ran four experiments, each including 500 independent runs, with frequency of meetings in {6,
12, 18, 24} ticks.

6.13 Given that the data were right-censored— i.e., simulations that were still running a�er 7,000 time steps were
stopped—we analysed the e�ect of the frequency of meetings using maximum likelihood estimation of cen-
sored regressions (Messner et al. 2016). We considered the predictor variable as ordinal, since only four possi-
ble meeting frequencies (namely 6, 12, 18, and 24 time steps) were considered, and controlled for the resource
regeneration rate r and carrying capacityK (Table 3). Note that the interpretation of themodel remains similar
if the meeting frequency is introduced as a numerical variable. Table 3 shows censored regression estimations
on CPRs’ life spans. The reference class for meeting frequency is six time steps.

6.14 The results clearly showa significant e�ect ofmeeting frequency,with less frequentmeetings leading to shorter
life spans for CPRs, that is, providing the opportunity for agents to change the institution more frequently in-
creases the CPR’s longevity, which supports H4. Neither the carrying capacity nor the regeneration rate coe�i-
cients, however, are significant.
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Table 3: The relation between the frequency of meetings and longevity of CPRs.

Coe�icients (locationmodel):

Estimate Std. Error z value Pr(>|z|)

(Intercept) 9,88E+06 1,50E+06 6.581 4.67e-11 ***

Frequency of meetings: 12 -1,86E+06 3,69E+05 -5.053 4.34e-07 ***

Frequency of meetings: 18 -2,10E+06 3,68E+05 -5.704 1.17e-08 ***

Frequency of meetings: 24 -2,28E+06 3,67E+05 -6.205 5.45e-10 ***

K 4,97E+01 4,25E+01 1.168 0.243

r -1,56E+06 4,32E+06 -0.361 0.718

Coe�icients (scale model
with log link:)

(Intercept) 8.44860 0.03165 267 <2e-16 ***

Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1

Distribution: Gaussian

Log-likelihood: -7557 on 7 Df

Number of iterations
in BFGS optimization: 196

6.15 To summarize, we used an empirically tested model to explore some historical hypotheses on the develop-
ment of CPRs’ management institutions. By replicating the observed historical patterns, we aimed to identify
parameters that help to explain their emergence. Our results were consistent with three hypotheses previously
proposed in the literature on the subject: social shock results in the dissolution of CPRs, less focus on sanction-
ing has a positive e�ect on the CPRs’ longevity and having frequentmeetings among commoners has a positive
e�ect on the CPRs’ longevity. We also tested an additional explanation for the dissolution of the CPRs, based
on the e�ect of environmental shocks on institutions, but found no support for it.

SummarizingMethodological steps for Testing Historical Hypotheses Us-
ing ABM

7.1 In this section we present a set of guidelines that can support the process of testing historical hypotheses as
shown in Figure 7.

• Hypotheses on historical patterns and trends. The first step in the process of studying historical patterns
using agent-based modelling is to extract the patterns that are of interest in a particular historical con-
text, such as the ones described in this article. These historical patterns are commonly accompanied by
hypotheses that explain possible causalities. These hypotheses can be extracted from already published
articles, but can also be formalized by statistically analysing historical datasets related to that specific
context (here the CPRs). Here, we primarily used a historical dataset to extract the patterns, and used
existing articles based on the same dataset to define the hypotheses.

• An agent-based model representing the historical setting. An agent-based model is built that represents
the historical context and that can reproduce the historical trends and patterns. This model needs to be
validated tomake sure that it is su�iciently representative of the context. Here, the dataset that was used
to validate the model was completely independent of the dataset that showed the historical trends that
were to be studied.

• Parameter configuration of themodel. The experiments are set up in such away as to be able to reproduce
the historical pattern. Therefore, the experimentation process is a repetitive task that aims to configure
the parameters in the model so that the model produces specific outcomes.
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• Finding causal links between model parameters and historical patterns. By reproducing patterns that re-
semble patterns observed in history, we comparemodel parameters that were the cause of the emerging
pattern to variables in the hypothesis to confirm or reject the hypothesis.

7.2 With this practice, we simply used ABM as a complementary tool to support theory development in historical
studies.

Figure 7: Testing historical hypotheses using ABM.

Discussion and Conclusion

8.1 In this research, we used agent-based modelling as a complementary tool to support theory development in
historical studies. By building models that produce historical patterns, we aimed to identify parameters that
explainpatternsand thatarepresent inhypothesizedcausalities inhistorical studies. Thispracticeallowedus to
confirm existing hypotheses found in the literature. For the particular case of institutions in CPRmanagement,
weused an existing and already validated agent-basedmodel and identified patterns in a historical dataset that
were important inexplaining institutional dynamics for thismanagement. Threeoutof the fourhypotheses that
were extracted from published articles on the same historical dataset were corroborated:

• Ourmodel corroborated the fact that institutions that are endogenously built tomanageCPRs faced rapid
changes at thebeginning, as agentswere trying to findanacceptable institution that satisfied their needs,
essentially based on trial and error. A�er that, the CPRs faced a period of institutional stability, as the
agents were satisfied with the situation. However, social interruptions that lead to agents’ loss lead to
rapid institutional change, as the agents tried to adapt to the new situation with higher consumption
(resembling personal demand with added taxation). They were not successful in their endeavours and
the CPR died out as it was not able to meet the commoners’ demand.
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• The model showed that sanctioning had a negative impact on the longevity of CPRs. Institutions with-
out sanctioning mechanisms seemed to have been more e�ective in the long run, leading to longer CPR
lifetime.

• The model corroborated the fact that involving agents in institutional development in more frequent
meetings contributed to the longevity of the CPRs. If commoners could change institutions more fre-
quently, adjustments lead to more stable and longer lived CPRs.

• The hypothesis that was rejected concerned the influence of environmental shock as the emerging pat-
tern from the simulation was an “L” shape, suggesting that the agents were in fact able to recover from
the shock and remained in a relatively stable institutional setting.

8.2 An important point to emphasize here is that themodel used to the hypotheseswas completely independent of
the dataset used to generate those hypotheses. As such, we did not have any pre-specified relationships in the
model that would bias our results. We do not claim here that testing historical hypotheses should be done by
using an independent model that does not use associated data, but that this independence could increase the
reliability of this type of research. The strategy of having independent datasets for training and testing models
is also the gold standard in machine learning literature.

8.3 Moreover, rather than trying to focuson inputdata that represent reality,weconsidered theoutputof themodel
to replicate the investigated pattern. This helped us calibrate the model to represent the desired emerging
patterns, rather than being fully data-driven. We were interested in qualitative representations of reality in the
form of patterns and trends (Grimm et al. 2005), rather than quantitative accounts of reality. This supports the
claim that abstractmodels that arenotnecessarily data-driven innature, cangenerate important insightswhich
otherwise may have been invisible.

8.4 This modelling practice, however, also has some limitations. First, the model that we used as the basis to test
the hypotheses was quite abstract and missed certain important concepts in the CPR settings s. For example,
agents were homogenous (apart from choosing di�erent strategies) and therefore a power structure in which
someagentshadmore rights thanotherswasmissing. Wedidnot change themodel tobeable to test its existing
validity. However, future extensions of the model could bring more in-depth insights. Second, the agents do
not have any learning behaviour, which implies that even if wemade new generations of agents, as they would
be very similar to existing ones, and did not learn from experience, we would most probably observe the same
behaviour. More intelligenceand learningbehaviourmight therefore lead toother insightful explanationsabout
the type of historical patterns we observed in our experiments. Third, the dataset has an implicit bias, as it
included only CPRs that survived for over 200 years and had changed their regulations at least three times
over this 200-year period. Short-lived CPRs, long-lived CPRs that used the same regulation over their entire
life span, and other CPRs not meeting these criteria were therefore excluded and may have shown di�erent
results. Finally, related tomodel parameterization, given that themodel was very abstract, there wereminimal
empirical basis for many of the parameters, requiring us to look into full parameter ranges. The current model
was quite simple, therefore, looking at the whole parameter spectrum was feasible. Adding these details and
complexities to themodel however, wouldmake parameter sweeping di�icult, if not infeasible, calling formore
linkage to real-world data.
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Appendix: The Model Description

This section describes the model in more detail using the ODD + D (Müller et al. 2013) standard for describing
agent-basedmodels.
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Model overview

Purpose

This model is an agent-based model of common pool resources (CPRs) management to test hypotheses that
were previously generated through a historical dataset. The ABM simulates the emergence of institutions for
the management and use of CPRs. The goal of this work is to show how historical hypotheses can be tested
with agent-basedmodels. In otherwords, by comparing emergingpatterns fromhistorical datasets to emerging
patterns from simulation models, one can explore the plausibility of the underlying mechanisms that have led
to those patterns.

State variables and scales

Themodel includes a number of appropriators and one shared resource. Appropriators select an institution at
a specific time a�er the start of the simulation. Furthermore, we introduce two types of shocks in the model:
social shock and environmental shock.

Appropriators

Variable Description

Yield

Captures the amount of yield that the agents
currently have. It decreases every tick
based on consumption needs and

increases based on appropriation activities.

Current action
the number of resource units the agents

are consuming/appropriating at
a point in time

Current condition Under what condition the agents take
action (e.g., every x ticks)

Cheated A Boolean variable that shows whether
the agent cheated in the previous tick

Cheating profitable
Is the outcome of the decision of the agent

on whether it should cheat in this
round or not. (Boolean)

Cheating propensity The probability of cheating

Resource

Variable Description

Resource Growth (r)
In each round of the simulation, the amount
of resource is increased by this value given

a particular growth function.

Initial amount (K) This is the amount of resource given at
the beginning of the simulation

Resource type The type of resource is fishery or
irrigation in the model.
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Institution

Variable Description

Action
The action that has to be executed by every agent

in the simulation. This is selected
by the agents.

Condition
The condition under which the agents
appropriate from the resource (execute
action). This is selected by the agents.

Frequency of meetings The number of ticks a�er which the institution
is formed by the agents.

Threshold for
institutional change

The threshold needed to establish
an institution.

Fine
The amount of penalty paid by agents in case they

cheat, and in case their cheating is caught.
This is selected by the agents.

Monitoring
The percentage of agents who will

be monitored for cheating. This is selected
by the agents.

Institutional_emergence_start The trial and error phase of CPR before going
to emerge the institutions.

Shocks

Variable Description

Environmental shock interval The interval that environmental
shock happens.

Resource loss percentage
The percentage of resource that will be
decreased in each environmental shock

intervals.

Social shock time When a social shock is introduced.

Taxation amount
The amount of penalty paid by agents

in each tick a�er social
shock time.

Process overview and scheduling

The simulation model consists of two general processes which are depicted in Figure 2:

• The initial appropriation process: during the initialization phase, the agents are created, the network
is set up and agents are initialized with a random action and random condition pair as their individual
strategy. The agents consume resource units based on their individual strategy. For example, an indi-
vidual strategy might look like this: eat 5 units of resource every 2 ticks. In addition, agents consume a
fixed amount of yield in each tick, representing their needs. The resource is renewed in each time step
according to a logistic growth function. If agents are not satisfied with their energy level (i.e., their en-
ergy balance is negative), they change their strategy. This change of strategy can be completely random
(representing innovative behaviour) or done by copying successful neighbours.
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• Appropriation based on institutional rules. At specific points in time if a majority of agents are unsatis-
fied, they come together to vote on an institutional rule, which is basically the most common individual
strategy. Once in place, all agents have to follow the institutional rule, although under certain settings
they can “cheat” and follow their individual strategy instead. While following the institution, the opinion
of the agents about their individual strategy is continuously updated. If they cheat, monitoring and fine
mechanisms will be applied. If a certain proportion of agents are unsatisfied with the current institution,
the meet again to vote on a new institution. In addition to the threshold for satisfaction, another param-
eter determining themeeting frequency also influences how o�en the agents change the institution. The
simulation stops if there are no resource units le�, or when the portion of agents with very low energy is
higher than a certain threshold, or simply a�er a certain number of ticks. Environmental shock and social
shock take place during this phase.

Design concepts

Theoretical and empirical background

The model is primarily based on the concepts proposed in IAD framework for management institutions in CPR
system. It uses the ADICO grammar of institutions to build institutions which follow a pseudo-evolutionary
process, i.e., mutation of institutions (innovation) and copying behaviour.

Individual decision-making and sensing

The agents follow a basic decision-making process. They look at their yield level to make decision. The agents
also decide whether they would comply with the institutional rule, or follow their own strategy. They do this
by comparing the potential yield gain from each action and select the most profitable one, depending on the
cheating propensity. This is also the only “prediction mechanism” in the model.

Learning

The agents do not have learning abilities. They only check their current yield level to decidewhether theywant
to continue their existing strategy or select a new one.

Interaction and collective action

Each agent is placed in a network (random). The agents may copy the strategy of the successful neighbor in
termsof energy level. Furthermore, the agents come together andcollectively voteon the institutionbypropos-
ing their own strategy. The most common strategy is selected as the new institution.

Heterogeneity

Agents areheterogeneouswith respect to their behavioral strategies andhomogeneouswith respect to all other
parameters.

Details

Implementation details

The details of the implementation are explained in Section 4.2 of the paper.

Initialization

Themodel starts by all agents having 0 amount of energy. This amountwill decrease based on a given constant
value (energy consumption) and will increase (or decrease) based on the strategy that the agent is choosing
then following
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Notes

1The dataset is a part of the Common Rules Project (De Moor et al. 2016)
2https://www.comses.net/codebase-release/10eeafa9-f5d4-4534-8109-ffeae0d00b5d/
3Todefine individual strategies, we use ADICO grammar (Crawford&Ostrom 1995). In the ADICO grammar of

institutions A denotes Attributes: specifies subject towhoma strategy, normor rule applies; D refers to Deontic:
determines how an action is done (prohibition, obligation, and permission or, in other words must not, may,
andmust; Frantz et al. 2013); I represents Aims: identifies the actions towardwhich Deontic applies; C indicates
Conditions: under which conditions or, in other words, when, where, and how a strategy, norm or rule applies;
and O denotes Or Else: determines specific punishments to be applied when an agent acts in violation of the
institutional rules.

4This dataset used in Ostrom’s (1990a) book.
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